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Abstract

We present newly-produced comparable corpora of book reviews in En-
glish and Russian. The corpora are comparable in terms of domain, style and
size. We are using them for cross-lingual experiments in document-level sen-
timent classification. Quantitative analyses of the corpora and the language
differences they exhibit highlight a number of issues that must be considered
when developing systems for automatic sentiment classification. We describe
experiments applying a supervised sentiment classification technique to the
corpora. The results of the experiments suggest that differences in the basic
characteristics of the two languages and the ways in which sentiment is ex-
pressed in the languages lead to significant differences in sentiment classifica-
tion accuracy.

Keywords Sentiment analysis; comparable sentiment corpora

Introduction

We investigate the effect of language-specific features on automated analysis of
sentiment in English and Russian. Sentiment analysis is concerned not with the
topic or factual content in a document, but rather with the opinion expressed in
it. Sentiment analysis has often been broken down into a set of subtasks, includ-
ing subjectivity classification, opinion classification (or sentiment classification),
opinion holder and opinion target extraction, and feature-based opinion mining.
Sentiment classification is usually framed as a two-way classification into pos-
itive and negative sentiment, and has been applied at various levels: phrases, sen-
tences, documents and collections of documents. An opinion may have a holder (a
person or a group that expresses an opinion) and a target (an object which is being
discussed or evaluated). Feature-based opinion mining tries to find opinions about
particular features of a product or service (as opposed to an overall opinion about
something). Automatic classification of document sentiment (and more generally
extraction of opinion from text) has recently attracted much interest. One of the
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main reasons for this is the importance of such information to companies, other
organisations and individuals.

Applications include computer-based tools that help a company see market or
media reaction towards their brands, products or services. Another type of applica-
tion is a search engine that helps potential purchasers make an informed choice of
a product they want to buy. Such search engines may include a sentiment classifi-
cation subsystem that not only presents to a customer the overall sentiment about a
product, but may also select positive or negative reviews to illustrate the perceived
strengths and weaknesses of a product.

Automated sentiment analysis provides a range of possibilities for researchers
in humanities whose studies involve analysis of large amounts of human-generated
data. For example, in media studies one might be interested to see whether senti-
ment regarding the same events is shared in the mainstream media and in social
media. Analysis of user-generated content may be very helpful in political studies.
For example, the monitoring of political debates in social media may help to esti-
mate the prospects of political candidates in elections or evaluate the effectiveness
of political campaigns. The study of ‘the language of hatred’ contributes to efforts
against political and religious extremism and intolerance. Many aspects of social
studies may benefit from automatic analysis of sentiments expressed by people in
ever-growing social networks. This approach offers unobtrusive and fast access to
large amounts of information.

A major current challenge is to be able to automatically extract sentiment in-
formation from a variety of documents in different languages. In a recent white
paper addressing the role of sentiment analysis in organisations, Grimes (2010)
noted ‘one axiom of full-circle sentiment analysis is ability to use all relevant sen-
timent sources’. This obviously includes sources representing different genres and
styles, and written in different languages.

The most widely used approach to opinion and subjectivity classification is
based on supervised machine learning, in which a system learns from human-anno-
tated training data how to classify documents (e.g. PANG ET AL., 2002). However, a
major obstacle for automatic classification of sentiment and subjectivity is the cost
of collecting annotated training data. The rapid growth in the number of languages
represented on the Internet and the emergence of new forms of social media makes
it increasingly difficult to create and maintain suitable annotated corpora. Rule-
based or dictionary-based approaches to sentiment analysis have similar limitations
since they rely on large sets of manually created resources that need to match the
language data being processed.

There are a number of publicly available sentiment-annotated corpora, such
as MPQA (WIEBE ET AL., 2005), and the Panc anp LEE (2004) Movie Review cor-
pus. However, most of these corpora consist only of English text. There are some
corpora designed for cross-lingual evaluations, but these seem not to be publicly
available, for example the NTCIR MOAT corpora of English, Japanese and Chi-
nese (SEKI ET AL., 2008).

There has been little previous work on applying sentiment analysis to lan-
guages with scarce relevant language resources. A notable exception is the work to-
wards producing cross-lingual subjectivity analysis resources from English data by
MiHALCEA ET AL. (2007). They use a parallel corpus to adjust a subjectivity lexicon
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Tabler: Case forms of the Russian adjective xopowuii (good).

Cases Masculine singular Feminine singular Neuter singular Plural
Nominative xopowuii xopowas Xopouee Xxopouiue
Genitive Xxopouiezo Xopouiyio xopoulezo xopouiux
Dative Xxopouiemy xopouieii Xxopouiemy Xopowum
Accusative  xopowezo / xopowuii Xopouwyro Xopowee  xopowux / xopouiue
Ablative xopowum xopouweii xopowum Xopowumu
Prepositional xopowiem xopowel xopowem xopowux

translated from English to Romanian. Other multilingual opinion mining work (in
English, Japanese and Chinese) was carried out by ZaciBaLov AND CARROLL (2008,
2009), using techniques requiring limited manual input to classify newswire docu-
ments with respect to subjectivity and to extract opinion holders and targets.
Arrelated issue that has also received little attention to date is the impact on the
design and performance of sentiment analysis systems across languages, stemming
from differences in the characteristics of the languages and the means commonly
used to express sentiment in them. To address this issue, we have designed and
built comparable corpora of book reviews in English and Russian. The corpora are
comparable in terms of domain, style and size. The Russian corpus is probably the
first sentiment-annotated resource in that language. In the following sections we
outline characteristics of the two languages, describe the corpora and quantify their
various relevant aspects, and analyse some important language-specific issues that
would be likely to impact on automatic sentiment processing. We go on to apply
supervised and unsupervised sentiment classification techniques to the corpora to
quantify the impact of these language-specific issues on classification accuracy.

Language Characteristics

In this study we focus on English and Russian.

Russian has a relatively complex morphology that comprises gender, case and
number forms of adjectives and nouns as well as inclination and tenses, and aspect
forms of verbs. For example, the adjective xopowuii (good) has the following forms:

e xopowulii - masculine, singular

e xopowas - feminine, singular

e xopowee - neuter, singular

e xopowue - plural (the same for all genders)

Each of these forms may be used with different cases, many of which have
different endings (see Table 1).

There are also comparative and superlative forms of the adjective: ayuwe and
Hauny4qwuli / camoiii ayqwuli (the latter is an analytical superlative form). The word
can also be used in a short form: xopow. The number of forms (16 distinct forms)
suggests the need for language-specific lexical processing (for example with a mor-
phological analysis tool) before any application-level processing could take place.

English uses morphological means to express grammatical tense and aspect
for verbs, and singular and plural for nouns. Arguably the most important part
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of speech for sentiment analysis - adjectives - also have comparative and superla-
tive forms which sometimes are formed irregularly (e.g., good - better - best and bad -
worse - worst). Nevertheless, the variation of grammatical forms in English is not as
complex as in Russian.

In a language-based application, such as sentiment analysis, without lexical
processing (such as morphological analySIS stemming or lemmatisation) one ma
have the problem of data sparseness since numerous word forms would ‘hide’ a
single word, even if a large amount of corpus data was available. However, lexical
processing of this type is necessarily language-dependent, making it expensive to
use this type of approach in a system that covers multiple languages.

The Corpora
Corpora Content

Our English and Russian book review corpora consist of reader reviews of science
fiction and fantasy books by popular authors. The reviews were written in 2007, so
the language used is current.

The Russian corpus consists of reviews of Russian translations of books by
popular science fiction and fantasy authors, such as S. King, S. Lem, J. K. Rowling,
T. Pratchett, R. Salvatore, J. R. R. Tolkien as well as by Russian authors of the genre
such as S. Lukyanenko, M. Semenova and others. The reviews were published on
the website www.fenzin.org.

The English corpus comprises reviews of books by the same authors, if avail-
able. If some of the authors were not reviewed on the site or did not have enough
reviews, they were substituted with other writers of the same genre. As a result, the
English corpus contains reviews of books such as: S. Erickson (Guardians of the Moon,
Memories of Ice), S. King (Christine, Duma Key, Gerald’s Game, Different Season and others),
S. Lem (Solaris, Star Diaries of yon Tichy, The Cybriad), A. Rise (Interview with the Vampire,
The Tale of the Body Thief and others), J.K. Rowling (Harry Potter), J. R. R. Tolkien (The
Hobbit, The Lord of the Rings, The Silmarillion), S. Lukyanenko (The Night Watch, The Day
Watch, The Twilight Watch, The Last Watch), and a few others. The reviews were pub-
lished on the website www.amazon. co.uk.

Although both of the sites from which the reviews were collected feature review-
ranking systems (e.g., one to ten stars), many reviewers did not use the system or
did not use it properly. For this reason all of the reviews were read through and
hand-annotated. There were a lot of reoccurring short reviews such as: Xopowo
(Good); nTepecHas kHura (Interesting book); Cynep! (Superb!); Hypatunal! (Boring!!);
Hwuxe cpepiHero (Below average); Awesome!; Amazing!; The best book Ive ever read!; Boring,
and so on. These reviews were added to the corpus only once. Also both sites had
a number of documents which did not have any direct relation to book reviewing,
such as advertisements, announcements and off-topic postings. Such texts were
excluded as irrelevant. The documents that were included in the corpora were not
edited or altered in any other way.

We annotated each review as ‘POS’ if positive sentiment prevails or ‘NEG’ if
the review is mostly negative based on the tags assigned by reviewers, but moder-
ated where the tag was obviously incorrect. Each corpus consists of 1,500 reviews,
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Tablea: Overall quantitative measures of the English and Russian corpora.

Mean tokens  Mean tokens  Total types  Total types

POS NEG POS NEG
English 53 538 7349 8o14
Russian 30 38 9290 12309

half of which are positive and half negative. The annotation is simple and encodes
only the overall sentiment of a review, for example:

[TEXT = POS]
Hope you love this book as much as I did. I thought it was wonderful!

[/TEXT]

The English reviews contain a mean of 58 words (the mean length for positive
and negative reviews being almost the same). Positive Russian reviews have a mean
length of only 30 words; negative reviews are slightly longer, at 38 words (see Table
2). It is not possible to compare these figures directly between the languages as
they have different grammar structures which makes English more ‘wordy’, as it
has function words (articles, auxiliary verbs) which are almost completely absent
in Russian.

As noted above, Russian, being a synthetic language, has many forms of the
same lemma. This results in a large number of distinct word forms: the corpus con-
tains a total of 13472 word forms, with 6589 (42%) in positive reviews and 8 993
(58%) in negative. The total number of words in the corpus is 50 745, which means
that every word form was used a little more than three times on average. The En-
glish corpus has only 7 489 distinct word forms in the whole corpus, 4561 (47%) in
positive reviews, and 5098 (53%) in negative. These figures also suggest that Rus-
sian reviewers used a richer vocabulary for expressing negative opinions (compared
to the number of unique words used in Russian positive reviews) than English
reviewers.

Further evidence of the different ways in which people distinguish sentiment
polarity in Russian compared with English is the distribution of the lengths of pos-
itive and negative reviews. The Russian corpus has a large number of short reviews
(less than 50 words) with a median of 15 words for positive reviews and 10 words for
negative reviews. Apart from the language-specific differences mentioned above
that partly account for the smaller number of words in Russian documents, there
is a clear difference from English reviews in terms of length. The English reviews
feature a more or less equal number of documents of different lengths (mostly in
the range 15 to 75 words). The prevalence of short reviews in the Russian corpus,
together with the rich morphological variation, may lead to data sparseness which
would be a problem for current sentiment classification techniques.

Ways of Expressing Sentiment

Sentiment can be expressed at different levels in a language: from lexical and pho-
netic levels up to discourse level. This range is reflected in the corpora (see Tables 3
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Figurel: Distribution of documents by number of words
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Tableg: Ways of expressing sentiment in the English Book Review Corpus (numbers of

documents)
Syntactic Lexical Phonetic
Verb  Adjective  Noun Other
Positive 432 312 708 225 325 12
Negative 367 389 652 238 407 16
Total 799 701 1360 463 732 28

and 4)". As the Tables show, the authors of reviews in the two languages express
sentiment in slightly different ways. In English they make heavy use of adjectives
to express sentiment (this class of words is used to express sentiment in a third of
all documents). In contrast, in Russian they use verbs as often as adjectives to ex-
press sentiment (both of these classes are used in about a quarter of all reviews) and
make more use of nouns (expressing sentiment in 15% of all documents compared
to 11% in English). The Russian corpus also demonstrates a tendency to combine
different ways of expressing sentiments in a document: the total number of uses of
different ways in the English corpus is 4,083 compared to 4,716 in Russian, which
means that given an equal number of reviews for each language, Russian reviews
tend to have more ways of expressing sentiment per document.

Lexical Level

Adjectives are the most frequent way of expressing opinions in both corpora, closely
followed by verbs in the Russian corpus. 1,215 Russian reviews use adjectives to ex-

' All the numerical data presented below comes from manual counting and is not represented in the
corpus annotation.
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Tablegq: Ways of expressing sentiment in the Russian Book Review Corpus (numbers of
documents).

Syntactic Lexical Phonetic
Verb  Adjective Noun Other
Positive 417 492 648 374 367 27
Negative 475 578 567 334 394 43
Total 892 1070 1215 708 761 70

press sentiment and 1,070 reviews use verbs. In the English corpus there are 1,360
reviews that use adjectives, but only 701 use verbs to express opinion.

Apart from adjectives, which are recognised as the main means of expressing
evaluation, other parts of speech are also often used in this function, most notably
verbs and nouns. The English reviews also feature adverbials, and both languages
also use interjections.

Akimova AND MASLENNIKOVA (1987) observe that opinions delivered by means
of verbs are more expressive compared to opinions expressed in other ways. This is
explained by the fact that a verb’s denotation is a situation and the semantic struc-
ture of the verb reflects linguistically relevant elements of the situation described
by the verb. Verbs of appraisal not only name an action, but also express a subject’s
attitude to an event or fact.

Consider the following examples:

o [ truly loved this book, and I KNOW you will, too!
® NOHPABUNOCH, HAYYHAS PAHMACMUKA 8 XOPOWeM UCNOHeHUU

1 liked it, it’s science fiction in a very good implementation

The English verbs loved and liked describe an entire situation which is com-
pleted by the time of reporting it. This means that a subsequent shift in sentiment
polarity is all but impossible:

o *Itruly loved this book, but it turned out to be boring.

However, adjectives usually describe only attributes of certain members of a
situation leaving a significant amount of context aside:

o The story is pretty good but it stretches on and on.

In the example above a positive sentiment towards the story is shifted to neg-
ative. A verb is less usual in such a context:

o (?) I liked the story but it stretches on and on.

Nouns can both identify an object and provide some evaluation of it. But
nouns are less frequently used for expressing opinion compared to verbs. Nonethe-
less in the Russian corpus, nouns were used more than in the English corpus. There
are 708 Russian reviews that have opinions expressed by nouns, however only 463
English reviews made use of a noun to describe opinion. The most frequent such
nouns used in Russian reviews are 4ypo (miracle), knaccuka (classics), Wwepesp (mas-
terpiece), reHNI (genius), npenectb (delight), 6pep, (nonsense), Mypa (raspberry), XBauka
(mind-numbing stuff ), epynaa (bugger).
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Phonetic Level

Although the corpora consist of written text and do not have any speech-related
mark-up, some of the review authors used speech-related methods to express sen-
timent, for example:

o This was a sloooow, frail story
e A BIG FAT ZEERO000000000000 for M. A
e i have to say is a good b00000000000000000000k!

e Hy umo ckazame...4enyxa...HE-TTY-XA.
What should I say... boloney... BO-LO-NEY

e Hoaaaaa.............. makyt mMyme 0a8HO He 6u0e
Weeeeelll........ 1 haven’t seen such a stinkaroo for long

e Mo3z n1omMumsca om 3mozo Hecoomeemcmeus... U nojsiydaem 0004YeHb 6osbLoii
Kkaiigp!!!
My brain is bursting because of this inconstancy... and it enjoys it veeery much!!!

e Yumame BCEEEEEEEEEEM
Read, EVERYBOOOOODY

Another way to express opinion in Russian is based on the use of a sub-culture
language, Padonky. This sociolect has distinctive phonetic and lexical features that
are distant from ‘standard’ Russian (both official and colloquial). For example, a
phrase usually used to express a negative attitude to an author about his book:

o Appmop, sbineii MAJTY
(lit) Autor, drink some POIZON

Padonky is close to some variants of slang (corresponding in English to ex-

pressions such as u woz, ¢ u soon etc.), however it is more consistent and is used quite
often on the Web.

Sentence Level

Sentence-level means of expressing sentiment (mostly exclamatory clauses, imper-
atives or rhetorical questions) is slightly more frequent in the Russian corpus than
in the English: 892 and 799 respectively. The distribution of positive and negative
sentiments realised at the sentence level is opposite in the two corpora: syntactic
means are used more frequently in negative reviews in Russian but they are more
frequent in positive reviews in English.
One particularly common sentiment-relevant sentence-level phenomenon is
the rhetorical question. This is a question only in form, since it usually expresses a
statement. For example:
e Mlomkyda cmosibko ocmopiceHHbix 0m3b16082 Kopobum om Kpymocmu z1aeHbix
zepoes

Why are there so many appreciative reviews? The “coolness’ of the main characters makes me sick
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e Ymo e makozo nun/npuHumain/Hroxan asmop, ymobel Hanucame makoe?
What did the author drink / eat / sniff to write stuff like that?

e WHmepecHo, kmo-HubYOb domsHyn xoms 6b1 00 cepeduHsi? JluuHo g - Hem.
I wonder if anyone managed to get to the middle? 1 failed.

Considering imperatives, the review author is telling their audience ‘what to
do’, which is often to read a book or to avoid doing so.

o Run away! Run away!

Pick up any Pratchett novel with Rincewind and re-read it rather than buying this one

Yumame 00HO3HAYHO.
Definitely should read.

Read!!!!!!l! EVERYONE

Another way of expressing sentiment through syntactic structure is by means
of exclamatory clauses, which are, by their very nature, affective. This type of sen-
tence is widely represented in both corpora.

o It certainly leaves you hungering for more!
o Buy at your peril. Mine’s in the bin!

Discourse Level

Some means of sentiment expression are quite complex and difficult to analyse
automatically:

e Wamo aemop eviducnumens u nemmuHzo8? ... HE BEPKO! Caduce, [pomos, dea.
(lit) So this author calculator and lemmings? ... (DO)NOT BELIEVE! sit, gromov, two.
So is this the author of The Calculator and of The Lemmings? ... Can’t believe it! Sit down,
Gromov, mark ’D’!

This short review of a new book by Gromov, the author of the popular novels
The Calculator and The Lemmings, consists of a rhetorical question, an exclamatory
phrase and an imperative. All of these means of expression are difficult to process.
Even the explicit appraisal expressed by utilising a secondary school grade system
is problematic as it requires specialised real-word knowledge about the meaning of
the numeral ‘two’? in this context.

The example below also features an imperative sentence that is used to ex-
press negative sentiment. This review also lacks any explicit sentiment markers.
The negative appraisal is expressed by the verbs stab and burn which only in this
context show a negative attitude.

o Stab the book and burn it!

2 Russian schools use a 5-point marking system, with 5 as the highest mark. Thus a ‘2’ can be consid-
ered as equivalent to a ‘D’
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Discussion

The reviews in English and in Russian often use different means of expressing
sentiment, many of which are difficult (if at all possible) to process automatically.
Often opinions are described through adjectives (86% of reviews contain adjec-
tives). The second most frequent way of expressing sentiment is through verbs
(59% of reviews have sentiment-bearing verbs). Less frequent is the noun, in 39%
of reviews. Sentence-level and discourse-level sentiment phenomena are found in
56% of reviews. 3% of reviews contain phonetic sentiment phenomena.

Issues that may Affect Sentiment Analysis

One of the features of web content not mentioned above is a high level of
mistakes and typos. Sometimes authors do not observe the standard rules on pur-
pose (for example using sociolects, as outlined above). For example, in the cor-
pora 52% of all documents contain spelling mistakes in words that have sentiment-
related meaning. The English corpus is less affected as authors do not often change
spelling on purpose and use contractions that have already become conventional
(e.g., wanna, gonna and u). However, the number of spelling mistakes is still high:
48% of reviews contain mistakes in sentiment-bearing words. The proportion of
misspelled words in the Russian corpus is higher, at 58%.

Of course, a spelling error is not always fatal for automatic sentiment classi-
fication of a document, since reviews usually have more sentiment indicators than
just one word. However, as many as 8% of the reviews in both corpora have all of
their sentiment-bearing words misspelled. This would pose severe difficulties for
automatic sentiment classification.

Another obstacle that makes sentiment analysis difficult is topic shift, in which
the majority of a review describes a different object and compares it to the item
under review. The negative review below is an example of this:

e Jlosumana c mpydom. Huuezo uHmepecHozo ¢ moyku 3peHus uH@opmayuu.

Ob6pasey unmesnnekmyanbHozo demekmuea — pomarsl ¥.3ko. N vumames
npusimdo, u 2/7y6UHa (ﬁuﬂOCOLﬁUU, ueucmopuvyeckom njiaHe nosHaeamesibHo.
A 8 acmemuyveckomM omHoweHuu 3006”4@ ebllie 8CAKUX noxeaJl.
Hardly managed to read to the end. Nothing interesting from the point of view of information.
An example of intellectual detective stories are novels by U.Eko. It’s a pleasure to read them,
and (they have) deep philosophy, and are quite informative from the point of view of history.
And as for aesthetics it’s just beyond praise.

The novel being reviewed is not the one being described, and all the praise
goes to novels by another author. None of the positive vocabulary has anything to
do with the overall sentiment of the review’s author towards the book under review.

Other reviews that are difficult to classify are those that describe some positive
or negative aspects of a reviewed item, but in the end give an overall sentiment of
the opposite direction. Consider the following positive review:

o Croxcem 0080/1bHO 00bI4eH, A3bIK U3/0NEHUS npocm 0o 6e306pasus. MHozo
2ps3u, MHOZ0 Kpoeu u cMepmu. CIUWKOM peasibHO 015 CKA3Ku Koell siesisemcs
¢psHme3u. Ho uH0z0a makue KHUzU 4umamse noae3Ho, ubo oHU onucvlearm
HenpuzasoHY peanbHOCMb.
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The plot is quite usual, the language is wickedly simple. A lot of filth, a lot of blood and death.
Qoo true-to-life for a fairy-tale, which a fantasy genre actually is. But it is useful to read such
books from time to time, as they depict ugly reality.

The large number of negative lexical units may mislead an automatic classifier
to a conclusion that the review is negative.

The three issues described above are present in approximately one-third of
all reviews in the corpora. This suggests that a sentiment classifier using words as
features could only correctly classify around 55-60% of all reviews.

This performance may be even worse for the Russian corpus since many of its
reviews feature very unexpected ways of expressing opinion. Unlike most of the
English reviews, in which a reviewer simply gives a positive or negative appraisal
of a book, backing it with some reasonmg and probably prov1d1ng some descrip-
tion and analysis of the plot, Russian reviews often contain irony, jokes, and use
non-standard words and phrases, making use of a variety of language tools, as il-
lustrated in the following examples:

o CkywHaa. dowén 0o 6ezcmea I'T e mup SHyca, u 8He3anHo noHsA (8), Ymo zopu
oH (IT) xomb cCUHUM naameHem
Booorin’. got to the (episode of) GG fleeing to the world of Fanus, and suddenly (I) realised
that let it (GG) burn with blue flames (1 do not at all care about GG)

e g 3my mymo He nokynan. Shift+del.
1 didn’t buy this garbage. Shifi+del.

Since there are more reviews of this kind in the Russian corpus than in the En-
glish, it is very likely that a Russian sentiment classifier would have lower accuracy.

Sentiment Classification Experiments

In this section we apply supervised sentiment classification techniques to the En-
glish and Russian corpora to quantify the impact on accuracy of the language-
specific issues discussed above.

Feature Extraction

Approaches to sentiment classification of documents using machine learning re-
quire a set of features to be extracted from each document. Most work on En-
glish uses word forms as the features, tokenised by splitting the character stream
at whitespace and punctuation characters (e.g., PANG ET AL., 2002).

An alternative approach is to use ‘lexical units’ as features where a lexical unit
is any commonly-occurring sequence of characters, which may constitute a part of
a word, a complete word or even a phrase. This approach avoids the need for word
segmentation, and can also capture some grammatical and syntactic information,
because lexical units can incorporate function words and parts of grammatical con-
structions. We extracted lexical units in a pre-processing step by finding the longest
strings occurring at least twice in the corpus.

The English book review corpus produced 7,913 such lexical units. Some of
these are word sequences expressing features that are often discussed by reviewers,
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Tables: Classification results (10-fold cross-validation, words)

NBm SVM
Precision Recall F-measure Precision Recall F-measure

English 0.85 0.85 0.85 0.83 0.83 0.83
Russian 0.78 0.78 0.78 0.73 0.73 0.73

such as the plot or the characters, as well as phrases that are used for appraisal such as
good performance and best performance.

The same approach was applied to the Russian corpus; despite the language’s
complex morphology one might expect the technique to be able to capture more
unchangeable (stable) units as well as frequent word forms. This indeed turns
out to be the case, since the approach extracts some ’semi-stemmed’ forms that
comprise the most important part of the word, leaving out affixes denoting mi-
nor grammatical features, for example, the lexical unit 6eccmbinenn which is a
common part of the word forms 6eccmbinennbiii, 6eccmbiienHas, 6eccmblieHHbIX,
beccmbinenHozo and many others meaning senseless. The Russian corpus produced
8,372 lexical units.

Results

We used two machine learning algorithms, Naive Bayes multinomial (NBm) and
Support Vector Machines (SVM)3, trained and evaluated on the corpora of En-
glish and Russian, and the two techniques for feature extraction (word forms and
lexical units). The evaluations used 10-fold cross-validation.

With word forms as features, in order to make the resulting lexicons compa-
rable in terms of their elements’ frequencies we filtered out all words that occurred
less than 1o times. We extracted all words from the corpora but did not process
them in any way. 1,075 words were extracted from the Russian corpus and 1,247
words from the English book reviews. The classification results are shown in Ta-
ble 5. The results for Russian are much worse than for English, which might be
expected since the abundance of word forms in Russian makes the data sparse.

We also ran the same machine learning algorithms with lexical units extracted
from the two corpora as features. The results are shown in Table 6. It could be
expected that the ‘semi-stemming’ property of lexical units would even out differ-
ences in accuracy due to different levels of morphological productivity in the two
languages. Indeed, the accuracies for Russian are much improved over using word
forms as features. Nevertheless, the accuracies for Russian are still lower than for
English; this might be explained by the apparently more diverse means of express-
ing opinion in the Russian corpus than the English one, as discussed above.

Conclusions

In this paper we presented comparable corpora of English and Russian book re-
views, examined language-specific features of the reviews that are relevant to senti-

3 We used WEKA 3.4.11 (http://wuw.cs.waikato.ac.nz/~ml/weka)
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Table6: Classification results (1o-fold cross-validation, lexical units).

NBm SVM
Precision Recall F-measure Precision Recall F-measure
English 0.88 0.88 0.88 0.84 0.84 0.84
Russian 0.81 0.81 0.81 0.78 0.78 0.78

ment classification, and showed that sentiment in different languages is expressed
in slightly different ways, covering all levels of the language: from phonetic to dis-
course.

We also considered features of the languages themselves; in particular, the
complex morphology of Russian may affect the performance of a supervised clas-
sifier that does not use any pre-processing techniques, such as stemming or lem-
matisation. However, an approach based on identifying common ‘lexical units’ in
a pre-processing step performed much better on the Russian corpus compared to
using words as features.

We also found significant differences in sentiment classification accuracy be-
tween English and Russian, despite using comparable corpora for training and
testing. We conclude that more work is needed to determine the best approach to
sentiment analysis for different languages.
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